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Abstract

This study introduces a novel approach that combines asynchronous re-
projection and image outpainting to accelerate game rendering. The lit-
erature review outlines prevalent Al-based techniques, leading to the pro-
posed method. In implementation, we detail the process of using the cur-
rent frame for outpainting, generating expanded images, and employing
asynchronous reprojection. Testing reveals that this combination maintains
superior temporal cohesion compared to baseline and an alternative. Execu-
tion time assessments suggest potential for further optimization. The results
demonstrate the potential effectiveness of the proposed method in enhanc-
ing game rendering performance. Considerations for future optimization

and other possible techniques are discussed.
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1. Introduction

The increasing demand for realistic game graphics is straining GPU perfor-
mance, making it challenging to achieve playable frame rates. A signifi-
cant issue associated with low frame rates in games is the sluggish sensa-
tion experienced while looking around[1]. Asynchronous reprojection has
emerged as a potential solution, where the act of looking around occurs
independently of game rendering. This reuses the previous frame for the
generation of a new frame by projecting them on the new camera viewport.
This is done in parallel with the normal rendering and shown between fully
rendered frames if the next frame is not ready on time[2]. This technique is
currently mostly used for virtual reality applications. However, this tech-
nique introduces a drawback: missing information, since elements outside
the rendered view cannot be displayed without undergoing rendering. The
objective of this research is to address this information gap by leveraging
existing Al image outpainting techniques and exploring if this avenue of
improving frame rate is worth exploring more. Image outpainting is the
act of expanding the image outwardly. In contrast image inpainting fills in
parts on the inside of an image[3], which is for example used in Photoshop
for removing unwanted objects[4]. Both can be used in slightly different
ways to address this information gap. We chose for outpainting, this deci-

sion is further discussed in chapter 3.

1.1 Research question

Can the integration of Al image outpainting with asynchronous reprojection

contribute to a higher frame rate?



2. Literature

There have been a lot of attempts at using Al for speeding up game render-
ing. In this section we will be discussing a few, their trade-offs, the basis of

the techniques we use and how our attempt differs.

2.1 Al based rendering acceleration techniques

2.1.1 Upscaling

By far the most popular Al based technique for speeding up game rendering
has been upscaling, it is now included in most new games and all big graph-
ics card manufacturers have their own version (although not all versions
use Al techniques). For example, DLSS (deep learning super sampling) by
Nvidia is a spatial upscaler that uses motion vectors and the current low
resolution frame to generate a higher resolution output using two convolu-
tional neural networks. One as a preprocessing step for the second which
does the upscaling[5]. Adding an extra layer of processing to the render-
ing does add extra overhead increasing input latency, however in almost all

cases this is canceled out by the faster rendering of the frame itself[6].

2.1.2 Denoising

Denoising, a technique aimed at reducing noise in an image, can be imple-
mented in various ways. The simplest method involves blurring the image,
albeit at the expense of sharpness. Consequently, a multitude of techniques
have been developed, with some leveraging machine learning approaches
as evidenced by studies such as [7] and [8]. Denoising is specifically used for
path-traced or ray-traced rendering because those techniques rely on aver-
aging lots of rays to create smooth looking results. Normally there is a need

for a lot of samples to get rid of the noise in path-traced or ray-traced games.
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Denoising allows us to lower the sample count which speeds up the render-
ing.[9] This technique is increasingly prevalent as more games are opting

for ray-traced elements for the rendering[10][11].

2.1.3 Frame Interpolation

Frame interpolation is a technique used in computer graphics and video
processing that aims to improve visual experiences by generating inter-
mediary frames between existing ones, instead of focusing on making the
frames easier to render[12]. This method enhances the frame rate of the
game by generating complete frames in between fully rendered frames.
Frame interpolation involves algorithms that analyze existing frames, ex-
trapolating information to generate intermediary frames. Techniques such
as optical flow-based methods or machine learning-driven approaches are
commonly used for this purpose. For example in DLSS 3.0 which is a ma-
chine learning-driven approach that estimates the frame between the cur-
rent and the prior frame, using both frames, an optical flow field generated
as a preprocessing step and game engine data[13]. Using frame interpola-
tion to increase frame rate does come with a slight downside: The interpo-
lated frame is based on the current and previous frame, which means show-
ing the current frame is delayed so an interpolated frame can be shown in
between. This introduces extra input latency for the user, which is one of

the original benefits of a higher frame rate.

2.2 Asynchronous Reprojection

Asynchronous reprojection has until now almost been exclusively used for
VR purposes. In VR it is essential to maintain a high frame rate, because
low frame rates can lead to motion sickness due to the resulting unrespon-
siveness to the user motion [14]. This is why asynchronous reprojection was
developed, a technique in which frames are inserted between fully rendered
frames by reprojecting the current frame based on the camera movement,
even during high system load. This is done by doing it asynchronously

from the rendering, allowing rotational movement to occur while the next



2.2 Asynchronous Reprojection

frame is being rendered. Anynchronous reprojection helps frame drops by
ensuring a high frame rate experienced by the user even while the game is

unable to draw new frames|2].

2.21 Making sense of the names

A lot of different companies in the VR space have used different names for
techniques based on asynchronous reprojection, this is our attempt at pro-

viding an overview of them and how they differ.

2.21.1 Timewarp

Timewarp is the term used by Meta for describing reprojection that is help-
ing reduce latency. Orientation Timewarp is the term for a variant that only
uses the rotational change in head position to reproject the frame. There are
2 versions an asynchronous and synchronous version, referred to ATW and
STW respectively. Where the asynchronous version is decoupled from the
rendering, the synchronous version always applies it right after a completed
frame [15][16].

2.2.1.2 Asynchronous Spacewarp 1.0

Asynchronous Spacewarp is the term used by Meta for a supplementary
technology to ATW, that tries to extrapolate the character movement, con-
troller movement and the player’s own positional movement. It is intended
to use next to ATW and is often referred to as ASW or ASW 1.0 [17].

2.2.1.3 Positional Timewarp

Also referred to as PTW, a technique used by Meta that leverages depth
information for a sparse-parallax-mapping technique to correct for rotation
and translational movement[16]. Parallax mapping moves parts of an image
at different rates based on their distance, so further objects move less than

close objects, which mimics the effect of actually moving the view.
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2.2.1.4 Asynchronous Spacewarp 2.0

A version of ASW that uses PTW instead of ATW. Whenever a game does
not provide depth information ASW 1.0 is used instead[16].

2.2.1.5 Motion Smoothing

Developed by Valve, this technique extrapolates the next frame by estimat-
ing the motion based on the last two frames. Intended as an improvement
upon asynchronous reprojection, it allows for rotational and translational

movement but can in some cases introduce visual artifacts[18].

2.2.1.6 Interleaved reprojection

Used by Valve, this is a fallback for systems that cannot support asynchronous
reprojection. Interleaved reprojection reprojects every other frame using ro-

tation only reprojection. This does the same as STW[19].

2.3 Outpainting

Outpainting, the act of expanding an image outwards, has so far mostly
been used for creative purposes, because there is no single obvious use case.
It has for example been proposed as a way to create 360-degree images for
use in the backgrounds of cgi or games[20] and for creating textures for
3d models [21]. The use of outpainting based on Al has especially risen
since the rise in popularity of generative Al models such as Dall-e 2[22] and
Stable diffusion[23] which also have the ability to outpaint[24][25]. These
recent models employ diffusion-based techniques, tasking the model with
progressively refining noise in small increments. In contrast, many earlier
models relied on Generative Adversarial Networks (GANs). GANs operate
within a machine learning framework where two models, such as an image
generator and a discriminator, compete. For instance, the image generator
aims to deceive the discriminator into believing its generated images are

authentic, facilitating mutual improvement in their respective tasks [26].

There have also been video outpainting developed, however those are



2.4 Combination of asynchronous reprojection and Outpainting

not directly applicable to our use case as real-time outpainting is required,
and the subsequent frames are unknown. Consequently, real-time video
outpainting for games is not possible due to not knowing how the next
frames will look. Despite this limitation, insights from video outpainting
techniques, particularly those addressing temporal coherence issues, could
prove valuable for enhancing our proposed technique, given that temporal

cohesion poses a similar challenge in our approach [27].

24 Combination of asynchronous reprojection and
Outpainting

The combination of asynchronous reprojection with outpainting is different
from the Al based techniques we have discussed by being able to create ex-
tra frames while the next frame is still being rendered. This means that it
could possibly have a much greater impact on the frame rate compared to
other techniques due to it being based on the asynchronous reprojection;
frame interpolation has only been used for inserting 1 frame in between
fully rendered frames and the other techniques only make the normal ren-
dering faster. Techniques that are based on making the normal rendering
faster like upscaling a lower resolution frame have the drawback of still
having to wait on the rendering, which means that those techniques will
not help anytime a frame takes longer for some reason. The combination of
asynchronous reprojection and outpainting also does not add an extra delay
to the normal rendering like the other techniques, so it should not have an

impact on input latency.



3. Method

3.1 Implementation

The implementation of the combination of asynchronous reprojection and
image outpainting is fairly straightforward and does not need any scene
specific information: The current frame is used as input for the image out-
painting method, which then produces an expanded image. This resulting
image is then used for the reprojection and shown if the next fully rendered
frame is not ready yet. This whole process is, as the name implies, done

asynchronously from the normal rendering.

3.1.1 Outpainting strategies

We do still have a decision with differing trade-offs to make here:

¢ Only outpaint fully rendered images; so, the outpainting is only done

once for every fully rendered frame.

¢ Also apply the outpainting to the reprojected frames we have inserted
between fully rendered frames (of which thus a part is already out-

painted)

The first approach is faster because the outpainting only has to be done
once and is then reused for subsequent reprojections (until the next fully
rendered frame), this way we could also look back towards the center of
the fully rendered frame and it would reuse the fully rendered frame. This
approach does have a problem: once we look far enough outside of the orig-
inal view there is not enough extra information created by the outpainting
which results in the edge where we are trying to look to not contain any
information, which results (in our implementation) in black. If this were to
occur often it could be quite distracting to the user. The second approach

does not have this problem because it continuously generates more infor-
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3.2 The proof of concept

mation outside of the known area, however this comes at the cost of per-
formance because the image outpainting has to be applied every time we
would like to reproject the image. With different outpainting techniques
these tradeoffs could look slightly different, for example in a technique that
can outpaint with a mask such that only the part we need is outpainted
the second approach could be better. Conversely, a technique that can out-
paint to an arbitrary size the first approach could be tuned to never have the
problem in real world situations (for example by changing the outpainting
size depending on the mouse movement speed). A hybrid approach that
only expands the outpainting if needed could also be interesting however
this could add extra overhead due to the extra check involved. In our proof
of concept we opted for the first approach mainly due to the speed of the

technique used (see chapter 4 for more information on this).

3.1.2 Inpainting or outpainting

We could also use image inpainting on the frame after the reprojection, then
we would know exactly what has to be filled in. This would in a similar
way as the second approach get rid of the problem of the first approach
discussed in the section above. However preliminary testing on our part
showed unfavorable results, the image inpainting method we tried[28] left
an obvious edge and seemed unable to produce a satisfactory result when

inpainting on the edge of an image.

3.2 The proof of concept

To identify possible roadblocks we made a proof of concept for which we
used the opensource game engine Godot for its extensibility and ease of use.
We found an opensource implementation of asynchronous reprojection for
godot[29]. We only used 3 degrees of freedom reprojection, which means
only rotation is possible between fully rendered frames and no translation.
This is so there is no additional depth information needed for the reprojec-
tion and things that are hidden behind other objects do not become a prob-

lem. We used it on non-vr games for ease of development. As explained in

11
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the section above, the approach where outpainting is only applied once be-
tween fully rendered frames was chosen. The utilized outpainting method
processed 128x128 images, extending them to 192x192 as detailed in [30].
For this proof of concept, we constrained the game resolution to 128x128.
However, this fixed resolution is suboptimal for practical games. To address
this limitation, an outpainting method capable of handling arbitrary resolu-
tions or incorporating additional downscaling and upscaling steps should
be implemented. Without such flexibility, users would be confined to the
specified resolution of 128x128. This resolution is significantly lower than
the widely adopted 1920x1080 resolution, identified as the most common
according to a Hardware Survey, where 59.58% of users (at the time of writ-

ing) opted for this resolution [31].

12



4. Results

4.1 Testing

The resulting program was tested for temporal cohesion, how much the in-
painting differs per frame. As testing temporal cohesion provides a measure
of how much flickering there is in the filled in areas and thus how distract-
ing it will be for the user. It was also tested for execution time, specifically
considering if it is less than needed for real time rendered applications (60
frames per second, which is seen as the standard in this context due to most
monitors having a refresh rate of 60hz), as exceeding this threshold would
render it impractical for use in games. We did not test against ground truth
because that only tests how well the outpainting technique performs on im-
ages instead of this specific use case, this is also already done in the paper of
the technique we use. For testing we have taken screenshots from a game,
downscaled them and made a panning image sequence out of it, then on
every image we applied the outpainting. The difference is a value between
0 and 1 that is calculated per pixel, for example the difference between black
(0,0,0) and white (255,255,255) would be 1 and the difference between black
(0,0,0) and red (255,0,0) would be 0.33. This difference is then averaged
over all pixels being compared; so all differences added up and divided by
the number of white pixels in the mask. This difference was calculated be-
tween all subsequent images in the image sequence using the corresponding
mask. This area should — in an ideal scenario — stay the same because the
mask shifts over one pixel to the bottom left and the panning motion move
over one pixel to the top right. It was tested in this way to simulate looking
around in a game. As seen in Figure 4.1, the mask is an L shape that moves
in the opposite direction of the panning motion such that the compared area

should contain the same information in the ideal scenario.

This was done on image sequences of 16 images per scene, which re-

13



Results

Figure 4.1: Three frames of the mask

sulted in 15 differences between the images per scene as shown in Figure 4.5.
This testing was then done on three different techniques for filling in the

borders:
* The outpainting technique

¢ Random noise, that is different per frame, as a baseline. This was pro-
vides a good baseline because if what we are doing is worse in differ-

ence per frame than random noise it would not make much sense.

e Stretching the last pixel over the sides. This is used as an example of
a simple technique that does not create obvious borders. We did not
stretch it over the corners because there is no single obvious way to do
this, the lack of the corners does mean that the stretching method has

a lower difference result as the corners do not change.

4.2 Examples

To give an idea of how the 3 different techniques look we will provide an
example for each technique on the same scene — Figure 4.2, Figure 4.3 and
Figure 4.4 — These show two subsequent images of the sequence we tested

on with the three techniques discussed above.
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4.2 Examples

Figure 4.3: Two subsequent testing images with the noise method

Figure 4.4: Two subsequent testing images where the last pixel has been
stretched over the sides

15



Results

Figure 4.5

Differences per frame from a test scene using the outpainting

16



4.3 Quality

4.3 Quality

From testing on 11 samples of different scenes in a recent game title (Counter-

Strike 2) the following results were observed:

Scene Outpainting  Noise  Stretching
0 0.0399 0.2215 0.0569
1 0.0431 0.2231 0.0809
2 0.0635 0.2220 0.1179
3 0.0174 0.2223 0.0273
4 0.1036 0.2212 0.1070
5 0.0459 0.2218 0.0725
6 0.0293 0.2223 0.0535
7 0.0351 0.2220 0.0522
8 0.0484 0.2215 0.0857
9 0.0499 0.2230 0.0743
10 0.1109 0.2228 0.1356
Average 0.0534 0.2221 0.0785
Minimum 0.0090 0.2173 0.0154
Maximum 0.2125 0.2278 0.2267
Variance 0.0014 4.585E-06  0.0015

Table 4.1: Results per different scenes per technique.
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Figure 4.6: The differences from all frames plotted

When we average the results shown in Figure 4.6 we get the results

17
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shown in Figure 4.7. For an overview of the performance on different scenes
we have included Table 4.1.

0.25

0.2

0.15 -
W average outpainting

B average noise

average stretchin
01 g g

0.05

0

Figure 4.7: The consistency of outpainting compared to random noise and
stretching the last pixel to the border

These are the average differences between the masked areas in subse-
quent frames, where lower is better. To make these results more intuitive
you could see them as percentages, e.g. the compared area from the out-
painting technique differed 5.336% on average. As shown the outpainting
technique changes significantly less than the other techniques, even with
the lack of corners on the stretching technique. The lower average differ-

ence would make it less distracting for the user when used in games.

4.3.1 Limitations

There are of course limitations of only testing the difference between frames,
for example if we filled in the outside area with a single color and kept this
the same it would get a perfect score while not giving us the result we want
(because the edge would be obvious and distracting). This is why we opted
to test against random noise as a baseline instead of not filling in anything.
The stretching method was also chosen for this reason, it gives us a simple
technique that does change per frame. The stretching technique also does
not produce an obvious border which makes it even more compelling to

compare against. -
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4.4 Speed

4.4 Speed

After optimizing the outpainting technique of our choice by removing fea-
tures we did not need for our purpose such as arbitrary size of input im-
ages and re-setting the evaluation mode every time, we tested the speed:
The average of 100 runs was 0.084 seconds on the CPU and 0.014 seconds
when using the GPU for the PyTorch operations. These results translate into
roughly 12 and 71 frames per second respectively. Having the PyTorch op-
erations run on the GPU does mean a faster execution time — in our case an
almost sixfold improvement — although this does mean that it takes up GPU
resources which we want to avoid due to that being the most common bot-
tleneck for modern games. The system we tested on was a Lenovo legion
5 pro 16iah7h laptop running an intel i7 12700H and an RTX 3070T1. The
runs where we got the averages from consisted of making a masked image
of the input, doing the outpainting and blending it with the starting image,
as these steps would need to be done every time a new image is outpainted
in a gaming scenario. The model and starting image were already loaded
in RAM and resulting images were not saved. This is so it better simulates
an in-game scenario in which the model would be pre-loaded during load-
ing times, the starting images in RAM due to rendering and the resulting

images discarded after being shown.
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5. Further Research

5.1 Different techniques

From the insights gained from our research we got more ideas for different

techniques that could be worth exploring, we will briefly discuss them here.

5.1.1 Upscaling wider lower resolution view

Further research could focus on using existing upscaling techniques (e.g.
FSR[32] or DLSS[5]) to upscale a wider view from a low resolution for use
in filling in the missing information of the re-projection. These techniques
have become a lot faster than real time which would make it possible to in-
sert more frames between fully rendered frames and thus create a smoother

experience.

5.2 Improving this technique

Our proposed technique also leaves a lot to be desired, the temporal coher-
ence could still be improved, currently only the rotational movement of the
player view is smoother, the technique is still too slow to be used in practice
when we are not using the GPU and when the player is looking around too
quickly at a low frame rate he could run into missing information. In this
section we will propose some ways further research can try to fix some of

these remaining problems.

5.2.1 Game specific training

An option for improving our technique would be using game or even scene

specific training to potentially improve the temporal coherence and accu-

20



5.2 Improving this technique

racy of the result. For example by having a model per game level. This
would help by making the model more specific. Training of these models
could be automated by taking random realistic (so from the same points in
space that the player could take) viewpoints. These viewpoints should then
be taken with the field of view the size of what we would like to outpaint to,
and then use these and a cut in version as the training data for our model.
Creating game or scene specific models could add a lot of extra complexity
or at the very least a lot of extra training time to game development so this

might not be ideal.

5.2.2 More degrees of freedom

Extending our technique to 6 degrees of freedom, so including movement
and not only rotation, and using Al inpainting[28] to also fill in the missing
parts behind objects would also be an interesting follow up. One way of do-
ing this is by using the positional timewarp[16] or the motion smoothing[18]

techniques we discussed in chapter 2.

5.2.3 Model made for this purpose

If you were to create an image outpainting model specifically for the pur-
pose of use for asynchronous reprojection you would be able to focus on
speed and making the result as least distracting as possible instead of only
on accuracy as current models do. As discussed previously in chapter 3, a
model with an arbitrary outpainting size could also benefit this technique by
for example extrapolating how fast the player is looking around per frame
to determine the outpainting size needed to never have the player run into
any missing information. Because game engines often create extra informa-
tion such as depth information, this could also be used to generate a more
accurate and/or a more consistent result, just like how DLSS 2.0 uses motion
vectors[5] or how DLSS 3.0 uses the optical flow as a preprocessing step[13].
Adding additional information has already been shown in research in the
past to produce a qualitative improvement in image outpainting[21]. More

information can also improve the temporal coherence of the technique as
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Further Research

shown in video outpainting techniques [27].

5.2.4 Stretching past the outpainting

An additional step which could be taken to never have the player run into
an obvious border of missing information would be stretching the last pixel
of the outpainted area far enough to fill it in. This would be like the stretch-
ing method we tested against but with the additional benefit of the extra
accuracy and consistency of the outpainting for the first part of the missing
information needed for the asynchronous reprojection. This could be a good

compromise if outpainting farther means less accuracy or a slower result.
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6. Conclusion

There have been a lot of attempts at using Al to speed up game rendering
such as upscaling, denoising and frame interpolation. In the VR scene there
are lots of different methods such as asynchronous reprojection and similar
techniques for making the experience smoother for the user. We combined
the basic asynchronous reprojection with image outpainting to fill in the
gaps. We have detailed the straightforward process of using the current
frame for outpainting, generating expanded images, and employing asyn-

chronous reprojection for displaying these images during rendering.

Testing focuses on temporal cohesion and execution time. Temporal co-
hesion is evaluated by calculating differences between the outpainting in
subsequent frames, revealing that the outpainting technique used maintains
temporal coherence better than the baseline of random noise and also better
than stretching the last pixel over the border. Execution time was also mea-
sured, indicating further optimisation to be needed for the used technique

to be useful.

This indicates that this might be a new way to make for a better expe-
rience, but further research is needed to make it possible. Multiple ways
in which further research could be done have been discussed and should

provide a good starting point for anyone building upon our research.

So can the integration of Al image outpainting with asynchronous re-
projection contribute to a higher frame rate? Yes, if it becomes fast enough,

it should not be too distracting.
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